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Abstract. We develop L1 -norm model assuming that is always feasible and bounded for ranking extreme

efficient decision making units (DMUs) in stochastic data envelopment analysis (DEA). And also, we present a

deterministic equivalent of stochastic model. It is shown that this deterministic model can be convert to a quadratic

program. Finally, the proposed model has been implemented for ranking efficient units of 30 universities in IRAN

that we intend to evaluate the universities from educational evaluation.

Keywords: Ranking, Stochastic DEA, L1 − norm.

AMS Subject Classification: 34A34.

Corresponding author: Raziyeh Shamsi, Department of Mathematics, Evaz Center, Islamic Azad University,

Evaz, Iran, e-mail: raziyeh.shamsi@iau.ac.ir

Received: 20 September 2021; Revised: 4 November 2021; Accepted: 6 December 2021;

Published: 19 April 2022.

1 Introduction

In order to incorporate stochastic input and output variations into the DEA analysis Segupta
(1982) generalized the CCR ratio model by defining measure of the relative efficiency of a DMU
as the maximum of the sum of the expected ratio of weighted outputs to weighted inputs and a
reliability function subject to several chance constraints. Cooper et al. (1996), incorporated the
satisfying concepts of Simon into DEA and developed the satisfying DEA model. More recently,
stochastic input and output variations into DEA have been studied by Asgharian et al. (2010);
Khodabakhshi (2009) and Khodabakhshi & Asgharian (2009).

Ranking of efficient DMUs is very important question and many DEA researchers and prac-
titioners have studied about it. Anderson & Peterson (1993) were first addressed this question
in their seminal paper where they introduced super-efficiency models to rank efficient decision
making units. Aboud & Nachaoui (2020) are considered the equilibrium problem associated to
semiconductor. This is the case where no tension is applied on the contacts of the device. The
problem is discretized using finite difference Methods. In order to solve the resulting discrete
problem, a single rank quasi Newton method is introduced to make the solution of the origi-
nal nonlinear problem easier. We compared this method with other classical methods. Also,
Jahanshahloo et al. (2004) introduced L1-norm model for ranking of efficient DMUs.

In this paper, we will extend Stochastic L1-norm model, allowing deterministic inputs and
outputs to be stochastic. Then, we obtain a deterministic equivalent to our stochastic model
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and show this deterministic equivalent can be transformed to a quadratic programming model.

2 Background

We consider n homogeneous DMUs {DMUj |j=1,. . . ,n} each having m inputs denoted by xj ∈
Rm(j = 1, . . . , n) and s outputs denoted by yj ∈ Rs(j = 1, . . . , n). We assume that xj and
yj are non-negative deterministic elements. The production possibility set (PPS) is defined as
follows

Tc =

(x, y)

∣∣∣∣∣∣(x, y)
n∑

j=1

λj xj ≤ x,
n∑

j=1

λj yj ≥ y, λj ≥ 0, j = 1, . . . , n

 .

Assume that DMU0 is one of the extreme efficient DMUs. By omitting DMU0 from Tc, we define
the production possibility set Tc

′ as

Tc
′ =

(x, y)

∣∣∣∣∣∣(x, y)
n∑

j=1,j ̸=0

λj xj ≤ x,

n∑
j=1,j ̸=0

λj yj ≥ y, λj ≥ 0, j = 1, . . . , n

 .

L1−norm model is one of the important models for ranking of efficient DMUs. This model was
introduced in Anderson & Peterson (1993). It is used to rank DM U0 in below

minµc
0(X,Y ) =

m∑
i=1

|xi − xi0|+
s∑

r=1

|yr − yr0|, (1)

s.t.
n∑

j = 1
j ̸= 0

λj xij ≤ xi,

n∑
j = 1
j ̸= 0

λj yrj ≥ yr ,

xi ≥ 0 , i = 1, . . . ,m,

yr ≥ 0 , r = 1, . . . , s,

λj ≥ 0 , j = 1, . . . , n.

It was proved that model (1) was converted to a linear program (Jahanshahloo et al., 2004) as:

minµc
0(X,Y )=

m∑
i=1

xi −
s∑

r=1

yr +A, (2)

s.t.
n∑

j = 1
j ̸= 0

λj xij ≤ xi,

n∑
j = 1
j ̸= 0

λj yrj ≥ yr ,
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xi ≥ xi0,

yr ≤ yr0,

xi ≥ 0 , i = 1, . . . ,m,

yr ≥ 0, r = 1, . . . , s,

λj ≥ 0, j = 1, . . . , n,

where A = −
∑m

i=1 xi0 +
∑s

r=1 yr0.
Theorem 1: Model (2) is always feasible and bounded.
Proof : Refer to Jahanshahloo et al. (2004).

3 Stochastic L1-norm

We are going to develop the L1-norm model (Jahanshahloo et al., 2004) in stochastic data
envelopment analysis to rank extreme efficient DMUs. Following Cooper et al. (2004), let x̃j =
(x̃1j , ..., x̃mj), ỹj = (ỹ1j , ..., ỹsj) be random input and output related to DMUj(j = 1, ..., n). Let
also xj = (x1j , ..., xmj), yj = (y1j , ..., ysj) show the corresponding vectors of expected values
of inputs and outputs for DMUj . Suppose that all input and output components are jointly
normally distributed in the following chance constrained version of the stochastic model (2)
with inequality constraints

minRc
0(X,Y ) = E(

m∑
i=1

x̃i −
s∑

r=1

ỹr +A), (3)

s.t.
n∑

j = 1
j ̸= 0

P (λj x̃ij ≤ x̃i) ≥ 1− α,

n∑
j = 1
j ̸= 0

P (λj ỹrj ≥ ỹr) ≥ 1− α,

P (x̃i ≥ x̃i0) ≥ 1− α,

P (ỹr ≤ ỹr0) ≥ 1− α,

x̃i ≥ 0 , i = 1, . . . ,m,

ỹr ≥ 0, r = 1, . . . , s,

λj ≥ 0, j = 1, . . . , n.

where α is a predetermined value between 0 and 1, represents the probability measure. The
corresponding stochastic version of model (3), including slack variables is as follows

minRc
0(X,Y ) = E(

m∑
i=1

x̃i)− E(

s∑
r=1

ỹr) +A, (4)

s.t.
n∑

j = 1
j ̸= 0

P (λj x̃ij + s−i ≤ x̃i) = 1− α,
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n∑
j = 1
j ̸= 0

P (λj ỹrj − s+r ≥ ỹr) = 1− α,

P (x̃i − t+i ≥ x̃i0) = 1− α,

P (ỹr + t−r ≤ ỹr0) = 1− α,

x̃i ≥ 0 , s−i ≥ 0, t+i ≥ 0, i = 1, . . . ,m,

ỹr ≥ 0, s+r ≥ 0, t−i ≥ 0, r = 1, . . . , s,

λj ≥ 0, j = 1, . . . , n.

4 Deterministic equivalent

In this section, we exploit the normality assumption to introduce deterministic equivalent to the
model (4), that is:

minRc
0(X,Y ) = E(

m∑
i=1

xi)− E(
s∑

r=1

yr) +A, (5)

s.t.
n∑

j = 1
j ̸= 0

λj xij + s−i + σ0
i (λ)φ

−1(α) = xi,

n∑
j = 1
j ̸= 0

λj yrj − s+r + σ1
i (λ)φ

−1(α) = yr,

xi − t+i + var(xi)φ
−1(α) = xi0,

yr + t−r + var(yr)φ
−1(α) = yr0,

xi ≥ 0 , s−i ≥ 0, t+i ≥ 0, i = 1, . . . ,m,

yr ≥ 0, s+r ≥ 0, t−r ≥ 0, r = 1, . . . , s,

λj ≥ 0, j = 1, . . . , n, j ̸= 0,

where φ is the cumulative distribution function of standard normal random variable and φ−1 is
its inverse, we assume that xij and yij are the means of the input and output variables, which
can be estimated by the observed values of the inputs and outputs using the aforementioned
property of normal distribution, one can show that

(σ0
i (λ))

2 =

n∑
j=1,j ̸=0

n∑
k=1,k ̸=0

λjλkcov(x̃ij , x̃ik)+2(λ0− 1)

n∑
j=1,j ̸=0

λjcov(x̃ij , x̃i0)+ (λ0− 1)2var(x̃i0),

(σ1
i (λ))

2 =

n∑
k=1,k ̸=0

n∑
j=1,j ̸=0

λkλjcov(ỹrk, x̃rj)+2(λ0−1)

n∑
k=1,k ̸=0

λjcov(ỹrk, ỹr0)+(λ0−1)2var(ỹr0).
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5 Application

Consider 30 universities in IRAN and assume that we intend to evaluate the universities from
educational evaluation. For education evaluation, for each university consider three inputs:
university score, number of faculty members, and number of students, and two outputs: income
and number of students ready to defend their theses. all input and output data have stochastic
values with normal distribution so the average an variance of them are shown in Table1 as
(average,variance). The efficiencies of all DMUs have been computed by using the stochastic-
BCC model, then for ranking efficient DMUSs have been used the stochastic L1-norm model.
The results are provided in Table1.

6 Conclusion

Stochastic models may be better suited for DEA when there is uncertainty associated with
the inputs and/or outputs of DMUs or when an analyst may be wondering how much change
can be incurred in the ranking of DMUs if sum of the inputs and/or outputs change. In this
paper, we have developed Stochastic L1-norm model for ranking extreme efficient DMUs in
stochastic data envelopment analysis. And We have obtained the deterministic equivalent for
the stochastic version. Finally, the proposed model has been implemented for ranking efficient
units of 30 universities in IRAN that we intend to evaluate the universities from educational
evaluation. Applying the proposed approach in different norms, practically, would be interesting
for further research.
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